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Abstract 
 

  Recent advances in technologies such as DNA 

microarrays have provided a mass of gene 

expression data on the genomic scale. One of the 

most important projects in post-genome-era is the 

systemic identification of gene expression 

networks. However, inferring internal gene 

expression structure from experimentally 

observed time-series data is an inverse problem. 

We have therefore developed a system for 

inferring network candidates based on 

experimental observations. Moreover, we have 

proposed an analytical method for extracting 

common core binomial genetic interactions from 

among various network candidates. Common core 

binomial genetic interactions are reliable 

interactions and are important in understanding 

the dynamic behavior of gene expression network. 

Here, we discuss an efficient method for inferring 

genetic interactions that combines a Step-by-step 

strategy [1] with an analytical method for 

extracting common core binomial genetic 

interactions. 

 

keywords: inverse problem, S-system formalism, 

gene expression network, system identification. 

 

1   Introduction 
 
  The expression profiles of hundreds of 

thousands of genes can be measured 

simultaneously on a genomic scale using recent 

technologies such as DNA microarrays and DNA 

chips. These data depend on environmental 

conditions and are typically obtained as snapshots, 

but can be generated as dense time-series that 

indicate dynamic behavior. Experimentally 

observed time-course data contain enormous 

amounts of information regarding the regulation 

of genetic networks in vivo. However, as this 

information is entirely implicit, it requires 

adequate analytical and computational methods 

for retrieval and interpretation. This aspect of 

genetic networks based on the experimentally 

observed time-course data is generally referred to 

as an “inverse problem” and can be defined as 

function optimization of parameters involved in a 

suitable model-representation of the genetic 

network. In other words, system parameter values 
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must be estimated in a model that can realize the 

given experimentally observed time-course data. 

 The key points in solving such inverse 

problems are setting up canonical representations 

of mathematical modeling for genetic networks 

and exploring and exploiting parameter values 

within vast search space. We initially proposed a 

novel inferring method for genetic networks by 

combining a dynamic network model called 

S-system [2] with a computational technique for 

parameter estimation based on simple genetic 

algorithms [3][4]. S-system is suitable for 

conceptual modeling and describing 

organizationally complex systems involving 

looping or cyclic interactions between system 

components, such as metabolic pathways and 

gene expression networks. The value of 

interrelated coefficients in the above formalism is 

directly or indirectly related to the regulation 

mechanism in the modeled network, and the 

inferred network structure resulting from the 

estimation of parameters is one of the better 

candidates for genetic network structure. Genetic 

networks described by S-system formalism are 

suitable for systematic analysis because the 

dynamic behavior of the network can be obtained 

by numerical simulation. S-system formalism, 

however, has a major disadvantage in that this 

formalism includes a large number of parameters 

that must be estimated; the number of estimated 

parameters is 2n(n+1) (where n is the number of 

system components). 

 Simple genetic algorithm (SGA) is a 

well-known heuristic optimizer of such large 

numbers of parameters. However, SGA has two 

intrinsic problems; early convergence in the first 

stage of the search, and evolutionary stagnation in 

the last stage of the search. Real-coded genetic 

algorithms (RCGAs) have recently attracted 

attention as alternative numerical optimizing 

methods to SGA. One of the crossover operators 

for RCGAs, known as unimodal normal 

distribution crossover (UNDX), has shown good 

performance in optimizing various functions, 

including multi-modal functions, and benchmark 

functions with epistasis among the parameters [5]. 

Furthermore, Sato et al. proposed a new 

generation-alternation model, known as minimal 

generation gap (MGG), to avoid early 

convergence in the first stage and to suppress 

evolutionary stagnation in the last stage [6]. 

 Using S-system modeling and RCGAs, with a 

combination of UNDX and MGG, we proposed 

efficient procedures for inferring genetic 

interactions based on experimentally observed 

time-course data sets of system components 

(mRNA) [7][8][9]. We were able to obtain 

numerous network candidates for gene expression 

based on experimental observations; however, the 

structure of these candidate networks differs from 

one another. Therefore, we proposed an efficient 

analytical method for extracting useful and 

reliable information from various network 

candidates. Here, we describe an analysis method 

for extracting common core binomial genetic 

interactions, and the combination of this method 

with the efficient network inferring engine called 

Step-by-step strategy [1][10]. 

 

2     Method for System Identification 

 
2. 1   S-system formalism 

 
  S-system is suitable for dealing with gene 

expression network structures. It can sufficiently 

represent the structure of organizationally 

complex systems to capture the essence of 

experimentally observed response: 
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where, n is the number of system components 

(genes) in the network, Xi is the gene expression 

quantity, αi and βi are apparent rate constants, and 

gij and hij are interrelated coefficients between Xis. 

The first term on the right hand side of Eq. (1) 

corresponds to the synthetic process of Xi, and the 

second term expresses the degradation process of 

Xi. The value of gij and hij determine the structure 

of interactions between Xi and Xj; gij(hij) express 

the interactive effects of Xj to the synthetic 

process (degradation process) of Xi. If gij(hij) is 

positive, gene Xj induces a synthetic process 

(degradation process) in gene Xi. On the other 

hand, if gij(hij) is negative, gene Xj suppresses the 

synthetic process (degradation process) of gene Xi. 

If the value of gij(hij) is zero, there are no effects 

of gene Xj on the synthetic process (degradation 

process) of gene Xi. The gene expression network 

can be inferred by estimating αi, βi, gij and hij in 

the S-system formula. The S-system formalism 

has, however, a major disadvantage in that this 

formula includes a large number of estimated 

parameters, 2n(n+1). To overcome this 

disadvantage, we used RCGAs to estimate these 

parameters. 

 

2. 2   Real-coded Genetic Algorithms 

 
 Because the S-system is a formalism of 

ordinary nonlinear differential equations, the 

system can easily be solved numerically by using 

numerical calculation programs customized 

specifically for this structure [11]. However, 

when an adequate time-course of relevant state 

variables is given, the set of parameter values αi, 

βi, gij, and hij, in many cases, will not be uniquely 

determined, as it is highly possible that other sets 

of parameter values will also show a similar 

time-course. Therefore, even if one set of 

parameter values that explain the observed 

time-course is obtained, this set is still one of the 

best candidates to explain the observed 

time-courses. Our strategy is to explore and 

exploit these candidates within the immense 

searching space of parameter values. In this 

problem, each set of parameter values to be 

estimated is evaluated using the following 

procedure: Suppose that 
cal

,, tidX  is the 
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numerically calculated time-course ant 
time t of state variable Xi in the d-th. data 

set and that 
exp

,, tidX  represents the 

experimentally observed time-course at 
time t of Xi in the d-th. data set. The sum of 
the square values of the relative error 

between 
cal

,, tidX  and 
exp

,, tidX  gives the total 

relative error E; 
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where, D is the total number of data sets 
experimentally observed under different 
experimental conditions, such as gene 
disruption, N is the total number of 
experimentally observed state variables, 
and T is the total number of sampling 
points over time in one experimental 
condition. 
 The computational task is to determine 
a set of parameter values that minimizes 
the objective function E. We have developed 
an efficient computational technique based 
on RCGAs as a nonlinear numerical 
optimization method that is much less 
likely to be stranded in local minima. This 
technique is based on the combination of 
UNDX [5], with the alternation of the MGG 
model [6]. To find the skeletal structure 
(small-size system) of the S-system 
formalism that explain the experimentally 
observed response, some parameters (gij 
and hij), the absolute values of which are 
less than a given threshold value, are 
removed (reset to zero) during optimization 
procedure [9]. We also restricted the 
number of interactions to each synthesis or 
degradation process of each gene. We 
previously developed a genetic inferring 
system implementing RCGAs in a grid 
computing network [12]. 
 
2. 3   Step-by-step Strategy 

 
 System identification using S-system 

formalism is not suitable for large-scale genetic 

networks without an efficient numerical 

optimization method, as the number of estimated 

parameters increases with O(n
2
). To overcome 

this problem, we introduced the Step-by-step 

strategy. This strategy can be summarized as 

follows; 

1. Focuses on one temporal profile of gene 

expression (i), and other temporal profiles are 

treated as known and fixed data. 

2. Estimates the interrelated parameter values for 

gene (i). 

3. Repeats the above procedure (n-1) times. 

 

 

2. 4    Extracting Common Core 

Binomial Genetic Interactions 

 
 In the S-system model, interrelated 

coefficients show interactions such as activation, 

inhibition or no relationship. The common core 

binomial genetic interactions are defined by the 

corresponding binomial interactions, the sign of 

which are the same among all network candidates 

of inferred under the same parameter optimizing 

conditions. Contradicted interactions among 

inferred network candidates are extracted as 

having no relationship in common core binomial 

genetic interactions. The common core binomial 

genetic interactions represent relationships 

between two genes; however these interactions do 

not have information on strength. Therefore, in 

the collection of common core binomial genetic 

interactions obtained by the proposed method, we 

are not able to obtain dynamic behavior by 

numerical simulation. We previously confirmed 

that the sensitivities for common core binomial 

genetic interactions are significantly larger than 

those for other unique interactions [13]. As 

interactions having high sensitivity contributes to 

accurately identifying gene expression networks 

among experimental time-course data, these 

interactions appear to be rigid and essential to 

organizationally complex systems. 

 

2. 5   Evaluation of Extracted Common 

Core Binomial Genetic Interactions 

 
 We defined the correctness ratio (CR) and 

reproduction ratio (RR) for evaluating inferred 

gene expression network candidates and extracted 

common core binomial genetic interactions. The 

CR is defined as follows: 
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where, TPi is the number of true-positive 

interactions in i-th network candidate, FPi is the 

number of false-positive interactions in i-th 

network candidate, and n is the number of 

inferred network candidates. The value of CR 

shows the inferring accuracy of gene expression 

network candidates or extracted common core 

binomial genetic interactions under investigation. 

We also defined RR, which indicates the inferring 

efficiency of network candidates or common core 

binomial genetic interactions as follows; 
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where, FNi is the number of false-negative 

interactions in i-th network candidate. Both CR 

The Thirteenth International Symposium on Artificial Life and Robotics 2008(AROB 13th ’08),
B-Con Plaza, Beppu, Oita, Japan, January 31-February 2, 2008

©ISAROB 2008 73



 
and RR values are between 0.0 and 1.0, and the 

best values of CR and RR are 1.0. 

 

3     Case Study 

 
 We prepared an artificial gene expression 

network model containing 30 genes, as shown in 

Fig. 1. Subsequently, we calculated time-course 

data sets, which were considered to be 

experimental observations. We prepared 31 

time-course data sets for wild-type and one 

gene-disrupted strains under the following 

conditions; the number of sampling points in each 

time-course data set is 70, the initial value for all 

genes is 0.25. We applied the Step-by-step 

strategy to infer genetic interactions based on the 

31 time-course data sets. The optimizing 

conditions were follows: 

� Crossover Operator: UNDX 

� Generation-alternation model: MGG 

� Error allowance on RCGAs: 3%, 5%, 7%, 

10%, 20%, and 30% 

� Threshold for obtaining skeletal structure of 

gene expression network: 0.05 

� Restricted number of interactions to synthesis 

or degradation process of each gene: 3 

 

  We initially inferred 30 network candidates 

(30 trials) in each step of the Step-by-step strategy. 

As shown in procedure 1 and 2 in Fig. 2, we 

extracted common core binomial genetic 

interactions for each step from the 30 inferred 

network candidates. In the next step, combining 

and determining the totals for all common core 

binomial genetic interactions in each step, we 

obtained a collection of interactions that included 

all genes in the model network (procedure 3 in 

Fig. 1 Network model containing 30 genes. We 

set hii which represents the interrelated coefficient 

for self-degradation, at 1.0 and set hij at 0. The 

values accompanying arrows show the value of gij. 

The number of estimated interactions is 38. 

…

time-course data sets

Extracted common core binomial 

genetic interactions for gene i

…

Repeat this procedure related to 

gene 1 to gene 30

…

3. Combine and sum up all common 

core binomial interactions.
Extracted common core binomial 

genetic interactions

…

1 2 3 4

5 6 7 8

9 10 11 12 13

14 15 16 17

19 20 21 2218 23

24 25 26

27 28 29

30

1. Infer network candidates for 

gene i by using Step-by-step 

strategy.

2. Extract common core binomial 

genetic interactions for gene i

from network candidates.

Fig. 2 Combination of Step-by-step strategy and analysis procedure for extracting common core 

binomial genetic interactions. 
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Fig. 2). As the number of trials for each step in 

the Step-by-step strategy was 30, the total 

inferring frequency in 30 steps is 900.  
 

4     Results 
 
  The results of inference and extraction of 

common core binomial genetic interactions are 

shown in Table 1. With 3% and 5% error 

allowance on RCGAs, as the numbers of 

true-positive interactions are the same as that of 

inferred interactions, we were able to extract all 

interactions in the model network shown in Fig. 1 
as common core binomial genetic interactions 

without including false-positive interactions. 

Under these optimizing conditions, both the CR 

and RR are 1.0. When the error allowance on 

RCGAs was 5% or more, we obtained some 

false-positive interactions, which are shown in 

parenthesis in Table 1. All of these false-positive 
interactions represent suppression of the own 

synthesis process (gii < 0). These interactions play 

the same role as activation of self-degradation (hii 

> 0), which was set to all genes in the model 

network (see Fig. 1 : hii = 1, hij = 0 (i ≠ 0)). 

Therefore, we ignored these interactions in 

subsequent analysis. The RR, which indicates 

inferring efficiency, decreased with error 

allowance on RCGAs; however, the CR, which 

indicates inferring accuracy, was extremely high 

(there were no false-positive interactions) under 

all parameter optimizing conditions. 

 

4.1   Changing the number of given 

time-series 

 
  Subsequently, in order to study the accuracy 

and efficiency of our proposed network inferring 

method with experimentally observed time-course 

data sets, we attempted to infer gene expression 

network candidates by changing the number of 

time-series from 3 to 25. We then extracted 

common core binomial genetic interactions from 

the network candidates inferred from the same 

time-course data sets. We applied the Step-by-step 

strategy to infer network candidates with a less 

than 10% error allowance on RCGAs. The 

number of trials for each step in Step-by-step 

strategy was 30. We made 5 attempts to infer 

network candidates while changing the 

combination of randomly selected time-series in 

the one gene disrupted strain. The RR and CR of 

the extracted common core binomial genetic 

interactions for each step of the Step-by-step 

strategy are shown in Fig. 4. In Fig. 4, the RR 
increased with the number of given time-course 

data sets. We were able to extract correct 

interactions almost perfectly as common core 

binomial genetic interactions when we used more 

than 15 time-series, which is half the number of 

genes in the target network. 

 

5     Conclusion 
 
  We proposed a reliable analyzing procedure 

for extracting common core binomial genetic 

interactions from all inferred network candidates 

of gene expression. Using an artificial network 

Wild Type

…

30 time-series of 

1 gene disrupted strain

…

Randomly select 

2 to 24 time-series

Fig. Fig. Fig. Fig. 3333    Changing the number of timeChanging the number of timeChanging the number of timeChanging the number of time----seseseseries.ries.ries.ries.    

Error allowance on RCGAs 3% 5% 7% 10% 20% 30%
Number of inferred interactions 38 53 53 56 54 48
Number of true-positive interactions 38 38 35 34 25 20
Number of false-positive interactions 0 0(15)* 0(18)* 0(22)* 0(29)* 0(28)*
Number of false-negative interactions 0 0 3 4 13 18
Correctness Ratio 1.0 1.0 1.0 1.0 1.0 1.0
Reproduction Ratio 1.0 1.0 0.92 0.89 0.66 0.53
*The number in the parentheses shows the number of interactions which represents the suppression of self-
synthesis (negative value of g ii )

Table 1 Results for 30-gene network inference. 
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model including 30 genes, we examined the 

accuracy and efficiency of our proposed method, 

which combines the network inferred engine 

known as Step-by-step Strategy with analysis by 

extracting common core binomial genetic 

interactions. Efficiency decreases with error 

allowance on RCGAs; however, the accuracy is 

extremely high under all parameter optimizing 

conditions. To examine the inferring accuracy and 

efficiency of our proposed method with small 

numbers of experimental data, we attempted to 

extract common core binomial genetic 

interactions with a changing number of 

time-series. We were able to extract correct 

interactions almost perfectly when we used more 

than 15 time-series, including 14 time-series from 

the one gene disrupted strain; however, the 

inferring accuracy in cases with small numbers of 

experimental observations can sometimes be very 

low. 

  We obtained reliable, rigid and essential 

interactions by extracting common core binomial 

genetic interactions; however, we cannot simulate 

or systematically analyze the dynamic behavior of 

genetic networks because common core binomial 

genetic interactions contain only information on 

interactions between genes. In the future, we plan 

to discuss method to reproduce networks that can 

be simulated numerically by using common core 

binomial genetic interactions. Furthermore, we 

will revise our efficient and reliable analysis 

algorithms, as well as the experimental design. 
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Fig. 4 Reproduction ratio and correctness ratio. 
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